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Abstract

In product manufacturing and test environments, engineers must predict how mechanical components will vibrate when

design modifications are made to the mass, damping, or stiffness properties of the components. If component models are

not available, then engineers must rely on test data from the initial component to conduct their design sensitivity analysis.

Embedded sensitivity functions derived solely from test data have previously been applied to identify optimal design

modifications for reducing linear vibration resonance problems in certain frequency ranges. However, forced response

predictions were not accurate due to the nonlinear nature of the frequency response function variation for large design

modifications. This paper develops two techniques for predicting the forced response of mechanical components for local

changes in properties based on (a) first-order multi-step iterative prediction and (b) second-order iterative sensitivity

functions. The methods are applied to a single degree of freedom analytical model to determine the accuracy of the

predictions. Some tests and finite element analyses are conducted on a cantilever beam, a sub-system of an automotive

vehicle, a structural component of a truck dumping system, and a lever arm with a modification to the mass distribution to

demonstrate the feasibility of these predictions in experimental and analytical applications.

r 2008 Elsevier Ltd. All rights reserved.
1. Introduction

1.1. Technical need

It is important in manufacturing to minimize the product development lifecycle. In the automotive industry,
problems with NVH (noise, vibration, and harshness) are often found after prototypes are built and assembled
into systems. Complete system models are not available to component suppliers for use in determining
solutions to vibration and noise problems. Therefore, automotive suppliers use tests to diagnose problems by
collecting forced dynamic response data at the system level. Then design iteration is used to identify a solution
to those problems. This paper proposes an alternative means of conducting sensitivity analysis without the
ee front matter r 2008 Elsevier Ltd. All rights reserved.
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Nomenclature

Symbols

Cj j-th damping
Cmn damping between DOFs j and k

fi input force
Hjk frequency response function
Kj j-th stiffness
Kmn stiffness between DOFs m and n

Mj j-th mass

Mm0 m-th mass
N number of iterations
Pmn parameter connecting m- and n-th DOF
y displacement in physical coordinate
o angular frequency
DOF degree(s) of freedom
FRF frequency response function
MDOF multiple degree of freedom
SDOF single degree of freedom
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need for design iteration. The method can be applied using only a few channels of system-level test data
without a simulation model. Embedded sensitivity functions are estimated using frequency response function
data acquired from the baseline component. These sensitivity relationships determine how the frequency
response functions change as a function of mass, damping, and stiffness properties of a component.
Predictions can be made regarding the modified dynamic forced response performance using these sensitivity
functions.

To make accurate predictions, however, the sensitivity functions derived from test data must be properly
applied to avoid errors. The underlying assumption made in deriving the first-order embedded sensitivity
functions is that the changes in mechanical properties are small relative to the baseline properties. This paper
predicts the modified frequency response functions using two different techniques. The first technique is based
on an iterative approach whereby small step changes in mechanical design properties are made so that at each
stage new sensitivity functions can be calculated to reduce bias errors in the prediction. The second technique
is based on the derivation of second-order sensitivity functions, which are then applied to make unbiased
predictions of the frequency response functions for the modified design in much less computational time and
number of iterations.

1.2. Literature review

There have been many studies on the prediction of system response mainly by finite and boundary element
methods, experimental modal analysis, sensitivity analysis, or analytical approaches for simple mechanical
models.

Sensitivity analysis techniques have been developed and applied for system response prediction for various
mechanical systems and structures. Most of these techniques have been developed using eigenvalue and
eigenvector sensitivity functions. Pomazal and Snyder [1] developed a procedure for determining the
eigenvalues and eigenvectors of a discrete linear-vibration system resulting from the addition or removal of a
discrete element. The known characteristics of the original system were used to generate the modified
characteristic equation directly without solving the modified eigenvalue problem explicitly. Hallquist [2]
extended the modification theory for damped systems to determine the effects of mass modifications. Zimoch
[3] presented a sensitivity analysis method for linear systems subject to variations in mechanical parameters.
The system that was analyzed could be either conservative or non-conservative with or without an applied
excitation. Lee et al. [4] proposed a numerical method that can find the eigenvalue and eigenvector derivatives
of the structural and mechanical damped system by solving the algebraic equations with a symmetric
coefficient matrix added as a side condition. Park et al. [5,6] used a substructure-coupling concept to derive the
system equations that can be applied when large changes in the modal properties take place. The frequency
response function matrices of the baseline and modified structures were coupled through the connection points
under the force equilibrium and geometric compatibility condition to obtain more accurate modified modal
properties. Ozguven [7,8] developed a frequency response function (FRF) based method to avoid matrix
inversion or minimize the order of matrices involved in the computation for local modification.
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An integrated finite element model of a passive structure, bonded active patch, and shunted circuit was
utilized by Belloli et al. [9] for predicting structural resonant frequencies, optimum values for electric
components, and the resulting vibration suppression performance. Sheng et al. [10] demonstrated a
wavenumber-based modeling approach using finite/boundary element methods that can be used to predict
ground vibrations from trains running either on the ground surface or in tunnels. Davis et al. [11] performed
an experimental and numerical investigation into the static and dynamic responses of shape memory alloy
hybrid composites (SMAHC) beams to study the feasibility of finite element modeling code to predict stiffness
changes in the structure due to change in temperature. Chen et al. [12] also studied a prediction method for
ground vibration induced by passing trains on bridge structures using two methods: a hybrid method
involving a numerical model, field measurement, and assessment handbook; and a full numerical modeling
method. Dalenbring [13] conducted finite element prediction of forced vibrations using a linear viscoelastic
constitutive damping modeling technique.

The accuracy of prediction in most of this prior research is highly dependent on the accuracy of finite
element modeling. These methods also require long calculation times and much experimental effort to obtain a
high correlation between simulated and test data. These methods are especially challenging to apply for
complex structures for which modeling uncertainties exist in structural parameters or boundary conditions.

There have also been many studies to resolve issues pertaining to limitations in the structural dynamic
modification techniques including unmeasured rotational degrees of freedom and truncation of modes. Much
research focus has been devoted to two main areas: developing techniques for the estimation of rotational
degrees of freedom (DOF) and developing techniques to approximate realistic structural changes by using
only the available measured translational DOF.

Avitabile et al. [14] studied the effect of rotational degrees of freedom for hybrid modeling applications.
These researchers explained the effect of truncation of the rotational degree of freedom through a structural
dynamic modification equation and by inspection of the frequency response function anti-resonances.
Mottershead et al. [15,16] used an X-block attached to the system under investigation to estimate the full 6� 6
receptance matrix. By estimating the full receptance matrix of the system including the rotational degrees of
freedom, the modified system receptance of a structure in the form of a large overhanging mass could be
predicted. Their work was based on earlier studies on the receptance method [17–20].

The goal of this study is to provide engineers with a technique that can be applied to realistic vibration
problems using only the measured data to select structural dynamic modifications. NVH engineers usually
have a limited time and design authority to change their product including limits on the space, weight, and
cost. Because translational DOFs are most commonly measured, a technique that utilizes translational DOFs
is examined in this paper.

The experimental embedded sensitivity functions [21–24] have been used to determine the variation in
frequency response function magnitude and phase with respect to perturbations in mass, damping, and stiffness
parameters. The embedded sensitivity functions are explicit functions of the frequency response functions;
consequently, the individual mass, damping, and stiffness parameters are not needed to compute the sensitivity
functions. These sensitivity functions in addition to the previous work mentioned above can only be used to
describe changes in the frequency response for small perturbations in the system parameters. The approaches
described below extend the embedded sensitivity functions to large perturbations in the component design.

2. Embedded sensitivity theory and application to a single degree of freedom system

2.1. Formulation of embedded sensitivity function for general case

Embedded sensitivity functions indicate the variation in frequency response function magnitude and phase
with respect to perturbations in lumped mass, damping, and stiffness parameters. The sensitivity functions for
HjkðoÞ with respect to the coupling parameter, Pmn (e.g., Mm0, Cmn, Kmn), are computed using the following
equations after partial differentiation [14]:

qHjk

qKmn

¼ �½HjmðoÞ �HjnðoÞ�½HkmðoÞ �HknðoÞ� with Hj0ðoÞ � 0, (1a)
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qHjk

qCmn

¼ jo
qHjk

qKmn

, (1b)

qHjk

qMm0
¼ ðjoÞ2

qHjk

qKm0
. (1c)

Note that only measured response data, Hij(o), are needed to calculate embedded sensitivity functions. Also
note that these formulae only apply for small changes in mass, damping, or stiffness. These functions have
been applied to identify design modifications for eliminating noise and vibration problems in mechanical
systems. These functions are used in this paper to predict the system response if a design modification is made
causing a larger change in lumped mass, damping or stiffness parameters in the system.

2.2. Prediction for single degree of freedom system by first-order expansion

Taylor series expansions can be used to predict the new FRF of a dynamic system if a parameter (stiffness,
damping or mass) in the system is modified. Eq. (2) shows a first-order Taylor series in terms of a small
change, DKmn, in stiffness parameter, Kmn:

Hjk;1 ffi Hjk;0 þ
qHjk

qKmn

DKmn. (2)

This equation is a linear relationship between the frequency response functions before (Hjk,0) and after the
change (Hjk,1) in stiffness is made.

A single degree of freedom (SDOF) simulation example is analyzed using embedded sensitivity functions to
demonstrate the use of Eq. (2) to predict the new FRF after making the stiffness modification. The SDOF
system under investigation is shown in Fig. 1.

In Fig. 2, the FRF magnitude plots for the baseline SDOF system and new system with 2000N/m higher
stiffness are compared with a predicted magnitude plot that is generated using the embedded sensitivity
function in Eq. (2). The Taylor series equation is accurate for small changes in parameters on the order
of 1–2 percent; however, as the amount of change increases the accuracy of the prediction decreases as shown
in Fig. 2. This decrease in accuracy is due to the fact that the amplitude and phase information of the
sensitivity function is not updated after the stiffness parameter is modified. Therefore, the sensitivity function
of the baseline system is different from that of the modified system. In this case, the response of the system
with a 7000N/m stiffness is predicted based on the sensitivity of the baseline system, which possesses
a 5000N/m stiffness (40 percent stiffness difference between baseline and modified systems).

2.3. Prediction by multi-stage sensitivity update (first-order Taylor series expansion)

To make the prediction of the system FRF more accurate, a new approach is proposed. This approach is to
iterate on the system response in N steps. Instead of calculating the system response in one step, the magnitude
of the parameter change is reduced by a factor of N to calculate the FRF and update the sensitivity function
for every step in an iterative series of predictions. In Eq. (2), the embedded sensitivity function can be
Fig. 1. Single degree of freedom model: M1 ¼ 1 kg, K1 ¼ 5000N/m, C1 ¼ 10N s/m.
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Fig. 2. Initial FRF with 5000N/m (–––), modified FRF with 7000N/m (- - -), predicted FRF in 1 step (-.-.-).
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expressed as shown in Eq. (3):

qHjk

qKmn

¼ �ðHmj �HnjÞðHmk � KnkÞ. (3)

Eq. (3) is the same as Eq. (1a) after exchanging subscripts corresponding to the input and output points for
the FRFs. The exchange of these subscripts is acceptable assuming that reciprocity applies to the system of
interest. The subscripts were exchanged in this manner to simplify the derivation of the following sensitivities
and to reduce the number of test sets required for the sensitivity calculation. For example, if an excessive
vibration issue involving a certain FRF, Hjk, needs to be resolved, only two sets of modal test data are needed
with an input force at k and a response at j. However, the acceleration can be measured at as many points as
are available (m and n). After the most promising design parameter is identified by the embedded sensitivity
analysis, additional test sets with the excitation at those points can also be obtained for the prediction.

The new approach updates this embedded sensitivity function in N steps and this means that not only Hjk

but also Hmj, Hnj, Hmk, and Hnk need to be updated at every step as well. To update those FRFs, more FRFs
like Hmm, Hmn, Hnm, and Hnn need to be updated as a result. Although it requires a certain amount of data to
calculate all of these updates, it is worthwhile to pursue this method because it is faster and still much less
expensive than building many prototype parts for testing in order to identify the best design solution.

The ith FRF update can be expressed as shown in Eq. (4a)–(4d). Note that the increment in stiffness Kmn is
divided by the iteration number N:

Hmj;i ffi Hmj;i�1 þ
qHmj

qKmn

� �
i�1

ðDKmn=NÞ

¼ Hmj;i�1 þ ðHmm �HnmÞðHmj � KnjÞi�1ðDKmn=NÞ, (4a)

Hnj;i ffi Hnj;i�1 þ
qHnj

qKmn

� �
i�1

ðDKmn=NÞ

¼ Hnj;i�1 þ ðHmn �HnnÞðHmj � KnjÞi�1ðDKmn=NÞ, (4b)

Hmk;i ffi Hmk;i�1 þ
qHmk

qKmn

� �
i�1

ðDKmn=NÞ

¼ Hmk;i�1 þ ðHmm �HnmÞðHmk � KnkÞi�1ðDKmn=NÞ, (4c)
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Hnk;i ffi Hnk;i�1 þ
qHnk

qKmn

� �
i�1

ðDKmn=NÞ

¼ Hnk;i�1 þ ðHmn �HnnÞðHmk � KnkÞi�1ðDKmn=NÞ. (4d)

From these updated FRFs, the embedded sensitivity of the system response to a modified parameter at each
step is then expressed as shown in:

qHjk

qKmn

� �
i

¼ � ðHmj �HnjÞðHmk � KnkÞi

¼ �

Hmj � ðHmm �HnmÞðHmj �HnjÞðDKmn=NÞ �Hnj

þðHmn �HnnÞðHmj �HnjÞðDKmn=NÞ

" #

�
Hmk � ðHmm �HnmÞðHmk �HnkÞðDKmn=NÞ �Hnk

þðHmn �HnnÞðHmk �HnkÞðDKmn=NÞ

" #

¼ � ½Hmj �Hnj � ðHmm �Hnm �Hmn þHnnÞðHmj �HnjÞðDKmn=NÞ�

� ½Hmk �Hnk � ðHmm �Hnm �Hmn þHnnÞðHmk �HnkÞðDKmn=NÞ�

¼ � ðHmj �HnjÞ½1� ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ�

� ðHmk �HnkÞ½1� ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ�

¼ � ðHmj �HnjÞðHmk �HnkÞ½1� ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ�;2 (5)

where

½1� ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ�2

¼ 1� 2ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ

þ ðHmm �Hnm �Hmn þHnnÞ
2
ðDKmn=NÞ2

ffi 1� 2ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ. (6)

In Eq. (6), the last term of the second line is negligible because it can be assumed that the magnitude
of this term is much smaller than the magnitudes of the other terms. This assumption is reasonable because at
each step the difference in each FRF and the increment of stiffness are small. Therefore, Eq. (5) can be
expressed as shown in Eq. (7) and it is comparable to the second-order sensitivity function derived in the next
section:

qHjk

qKmn

� �
i

ffi � ðHmj �HnjÞðHmk �HnkÞ � ½1� 2ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ�

ffi � ðHmj �HnjÞðHmk �HnkÞ

þ 2ðHmj �HnjÞðHmk �HnkÞðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ. (7)

The first term of Eq. (7) is the same as the first-order embedded sensitivity and the second term is the first-
order embedded sensitivity multiplied by a combination of additional FRFs related by the design parameter to
be changed and the increment in stiffness of the parameter at each step in the iteration. Consequently, a first-
order Taylor series expansion of the predicted FRF can be expressed as follows:

Hjk;iþ1 ffi Hjk;i þ
qHjk

qKmn

� �
i

ðDKmn=NÞ

ffi Hjk;i � ðHmj �HnjÞðHmk � KnkÞ

� ½1� 2ðHmm �Hnm �Hmn þHnnÞðDKmn=NÞ�i�1ðDKmn=NÞ. (8)

Eq. (8) shows that the predicted FRF in N steps is the accumulation of FRFs calculated at each step.
This approach was applied to a SDOF model again to investigate the performance in terms of prediction

accuracy. As shown in Fig. 3, the predicted FRF in 100 iterations is nearly equal to the new FRF obtained
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Fig. 3. (a) Magnitude and (b) phase angle of the initial FRF with 5000N/m stiffness (––––), modified FRF with 7,000N/m stiffness (- - -) ,

predicted FRF in 100 steps iteration from the initial FRF (-.-.-).
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when the higher stiffness is used in the system model. Recall that the predicted result contained large errors in
the previous section so it can be concluded that the result obtained using this iterative approach is much
improved.
2.4. Prediction by the second-order Taylor series expansion and embedded sensitivity function

By updating sensitivity information with iterative calculations, a more accurate prediction can be made.
However, this approach requires many calculations. To obtain improved accuracy prediction using a smaller
number of calculations, the second-order Taylor series expansion is used as expressed in Eq. (9). This
expression indicates that the change in sensitivity information is also considered and updated by the second-
order sensitivity calculation.

Hjk;1 ffi Hjk;0 þ
qHjk

qKmn

DKmn þ
1

2!

q2Hjk

qK2
mn

DK2
mn. (9)
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The second-order embedded sensitivity function can be derived as shown:

q2Hjk

qK2
mn

¼
q

qKmn

qHjk

qKmn

� �
¼ �

q
qKmn

½HmjðoÞ �HnjðoÞ�½HmkðoÞ �HnkðoÞ�

¼ 2½HmmðoÞ �HmnðoÞ �HnmðoÞ þHnnðoÞ�½HmjðoÞ �HnjðoÞ�½HmkðoÞ �HnkðoÞ�. (10)

Note that this equation is in the same form as the first-order iterative embedded sensitivity functions shown in
the previous section. It is reasonable that the second-order sensitivity function, which is the sensitivity to the
first-order sensitivity functions, is close to the sensitivity update at every fine step. It can be concluded that
iteration of the sensitivity calculation in N steps is equivalent to considering the trend of the sensitivity change
using the derivative of the sensitivity function, i.e. the second-order sensitivity function.

Therefore, a second-order Taylor series expansion of a FRF can be written as follows:

Hjk;1 ffi Hjk;0 þ
qHjk

qKmn

DKmn þ
1

2!

q2Hjk

qK2
mn

DK2
mn

¼ Hjk;0 � ðHmj �HnjÞðHmk �HnkÞDKmn

þ ðHmm �Hmn �Hnm þHnnÞðHmj �HnjÞðHmk �HnkÞDK2
mn

¼ Hjk;0 � ðHmj �HnjÞðHmk �HnkÞ½1� ðHmm �Hmn �Hnm þHnnÞDKmn�DKmn. (11)

The second-order sensitivity term is also purely a function of FRFs. Similar to the first-order iterative
approach, more FRFs must be updated. However, the accuracy of the second-order calculation is much higher
than for the first-order sensitivity as shown in Fig. 4. This improved accuracy is due to the fact that the second-
order sensitivity calculation explicitly contains the change in the sensitivity information. Fig. 4 shows the
initial and modified FRFs curves of the system and two predicted FRFs by first and second-order sensitivity
functions calculated in 10 steps. For the first-order sensitivity prediction, the distortion in amplitude and phase
information occurs around the resonance peak and these errors are due to the incorrect sensitivity information
associated with the system possessing different values of the parameters (stiffness or mass).

Similarly, the number of calculations for the second-order sensitivity method is much less than for the first-
order method to obtain the same level of accuracy as shown in Fig. 5. This plot compares the predicted FRFs
using the first-order sensitivity in 100 iterations and the second-order sensitivity in 10 iterations with the
calculated FRF curve for the modified system. As shown in this graph, the prediction by the second-order
sensitivity method requires fewer numbers of iterations (1/10 in this case).

For this SDOF model, a direct calculation in one step was accurate enough for the small amount of change
in stiffness below 1 percent. However, as the stiffness change becomes higher, more iterations are necessary to
produce an accurate prediction. The comparison of iteration numbers for first- and second-order embedded
sensitivity calculation for the same amount of accuracy, 0.1Hz frequency and 1 percent in amplitude in this
case, is shown in Fig. 6. Note that the first-order calculation requires much more iteration than the second-
order one as the change in stiffness increases: for example, the number of iterations in the first-order sensitivity
function for the system with 10 percent increase in stiffness is 10 times larger than for the second-order
function. This result proves the effectiveness and accuracy of the second-order embedded sensitivity functions
for system response prediction.

In a similar way, the FRF changes in terms of the mass change are shown in Fig. 7. The number of
iterations for the second-order sensitivity function required to produce the same level of accuracy as obtained
with the first-order function is about one third in this case.

3. Application of iterative embedded sensitivity to predict system response

3.1. Cantilever beam

To verify the applicability of the technique to realistic structures, a test was conducted for a cantilever beam
as shown in Fig. 8. This beam is 540� 50� 1.2mm and made of stainless steel 409. One side of the beam is
clamped and the other side is free. An impact hammer (PCB 086B03, sensitivity 2.14mV/N) was used to excite
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Fig. 4. (a) Magnitude and (b) phase angle of the initial FRF with 5000N/m stiffness (–––), modified FRF with 7000N/m stiffness (- - -),

predicted FRF in 10 steps (first-order sensitivity, -.-.-), predicted FRF in 10 steps (second-order sensitivity, .y).
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the beam into vibration and six accelerometers (PCB model 356B21, sensitivity 9–10mV/g, B&K 4508 001,
sensitivity 9–10mV/g) were used to measure the acceleration at each point. FRFs were measured and
computed using LMS CADA-X software and the sensitivity calculation was performed using MATLAB V7.
To obtain a full set of test data, impact forces were applied to six sensor locations one after the other.

The sensitivities of the beam to the first four mass parameters are shown in Fig. 9. Note that the parameter
that causes the largest change in the FRF for each peak is different for each peak. Therefore, depending on the
problem frequency, the most appropriate parameter should be selected and modified.

To simulate a design modification process to address a prototypical vibration problem, a 0.07 kg lumped
mass was added to point 3 as shown in Figs. 10 and 11 compare the FRFs before and after the modification
was applied with predicted FRFs using the first- and second-order embedded sensitivity functions. 10
iterations were calculated for the second-order embedded sensitivity functions and 30 iterations for the first-
order function. When only 10 iterations were used for the first-order sensitivity, the predicted FRF curve was
distorted as already shown in the SDOF model.

Note that the first four peaks are predicted very accurately and there are distortions on the fifth and sixth
peaks. These distortions seem to be caused by some anomalous data near 240 and 360Hz in the phase angle
plot shown in Fig. 12. The system may have some minor resonance peaks at these frequencies, which are not
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Fig. 5. (a) Magnitude and (b) phase angle of the initial FRF (–––), modified FRF (- - -), predicted in 100 steps (first-order, -.-.-), predicted

in 10 steps (second-order, .y).
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Fig. 7. (a) Magnitude and (b) phase angle of the initial FRF with 1 kg mass (–––), modified FRF with 1.5 kg mass (- - -), predicted FRF in

60 steps (first-order, -.-.-), predicted FRF in 20 steps (second-order, y).

Fig. 8. A cantilever beam with accelerometers at six points.
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dominant in this range or they may be caused by some measurement or processing error due for example to
the accelerometer cable dynamics.

Note that the sensitivity calculation is based completely on the baseline system test results. Therefore, the
predicted FRF curves tend to retain all characteristics (like number and order of peaks and dips) from the
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Fig. 9. Embedded sensitivity functions of the cantilever beam to the first four mass parameters.

Fig. 10. Cantilever beam with 0.07 kg lumped mass added to point 3.

C. Yang, D.E. Adams / Journal of Sound and Vibration 323 (2009) 173–193184
baseline system regardless of whether those characteristics are due to the system or a measurement error. More
study on properties caused by measurement errors will be done in the near future. At this stage, it can be
concluded that careful measurement and data processing should be done to reduce possible errors in
prediction. Various modal analysis techniques will be investigated in the future to produce high quality
predictions for the modified system FRFs. This approach is appropriate because multiple parameters in the
system must be considered when the FRF is predicted. For example, in a case where a reinforcement bracket is
welded to a system to stiffen a certain area, the change in mass caused by this bracket must also be considered
in the prediction.

3.2. A frame for a truck dumping system and a lever arm

A welded structure of steel frames was analyzed using the finite element method shown in Fig. 13. This
structure is composed of 50� 50� 1000mm frames, 50� 5� 200mm cross members, and a
200� 200� 10mm plate. Frequency response functions were obtained from ANSYS ver. 11 and sensitivity
functions were computed using MATLAB V7. To obtain a full set of test data, input forces of 100N were
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Fig. 11. Comparison of FRFs (H31) before and after the modification in mass at point 3 with two predicted curves (first- and second-order

embedded sensitivity functions).
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Fig. 12. Phase angle plots of initial, modified, and two predicted FRFs by the first- and second-order embedded sensitivity functions.
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applied to four cross members with a fixed boundary condition at the plate. Due to the geometry of the
structure, the dynamic response in the transversal direction (vertical direction in the figure) was examined in
the frequency range from 0 to 300Hz. After the most effective parameter was selected using sensitivity
analysis, a steel block of 80� 50� 30mm (0.942 kg) mass was attached to the last cross member (the tip of the
frame) as shown in Fig. 14. FRF H41 of the modified structure was obtained by FEA once again and then
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Fig. 13. A frame investigated by finite element analysis (a) and the mode shapes showing bending mode at 37Hz (b) and 227Hz (c).

Fig. 14. A frame with mass 0.942 kg in the middle of the end member (left in the picture) of the structure.
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compared with the predicted response using sensitivity functions in Fig. 15. Note that the exact change of
0.942 kg in mass was used to calculate the predicted FRF and this curve is exactly on top of the FRF obtained
using FEA.

To investigate the limit of this technique, the same size block was added to the side frame instead of the
center point of a cross member as shown in Fig. 16 to introduce additional DOF. Fig. 17 shows the
comparison of FRFs again. This time, two additional peaks can be found on the modified FRF curve that
were not observed in the baseline FRF. Those peaks were introduced by offsetting the block from the
centerline of the structure. Note that the predicted curve does not contain these additional peaks because it is
calculated based on the baseline (translational) system response. However, the pre-existing peaks were still
accurately predicted. This kind of design modification would not be a practical solution because it introduces
additional vibration issues due to asymmetry and occupies additional space. The example does demonstrate
the limits of this technique.
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Fig. 15. FRF prediction for change in mass (0.942 kg) at the tip of the structure (in the middle of a cross member) by using sensitivity

functions: frequency response of the initial structure (––), the modified structure (- - -), and the predicted one by sensitivity analysis (y).

Fig. 16. A frame with mass 0.942 kg on the side of the end member (left in the picture) of the structure.
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Fig. 17. FRF prediction for change in mass (0.942 kg) at the tip of the structure (on the side frame) by using sensitivity functions:

frequency response of the initial structure (––), the modified structure (- - -), and the predicted one by sensitivity analysis (y).
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Fig. 18. A lever arm investigated by finite element method (a), the mode shapes at 212Hz (b) and 610Hz (c), and the modified structure

with the mass at the right end.
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Another structural component was studied to simulate the case with a twisting (or rotational DOF) mode in
the original system shown in Fig. 18(a–c). A twisting mode shape at the tip of the structure due to the
geometry is observed. However, only translational DOF are considered when performing the sensitivity
calculation. If the mass of each measurement point can be regarded as a point mass, then translational
measurements provide a reasonably accurate description of the dynamic response. Translational measure-
ments are not sufficient for the case of a large component with a high moment of inertia. As in the previous
example, the most effective parameter was selected and modified as shown in Fig. 18(d). Note that there is a
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Fig. 19. FRF prediction for change in mass (0.07 kg) at the tip of the structure by using sensitivity functions: frequency response of the

initial structure (––), the modified structure (- - -), and the predicted one by sensitivity analysis (y).
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small discrepancy in the predicted and calculated response using FEA as shown in Fig. 19. The predicted result
indicates more change from the initial structure than the calculated result. This discrepancy may be caused by
the mass distribution of the added mass because the prediction process assumes that this mass is concentrated
at the measurement point leading to higher effective mass at that point. This discrepancy increases as the
volume of the mass increases.

It can be concluded that the accuracy of the prediction is high as long as the system response can be
reasonably described using translational measurement DOF only and the design modification does not change
the dynamic properties of the system. If the design modification increases or decreases the DOF (adds or
removes rotational DOF), then the accuracy will be reduced.

3.3. An automotive sub-system

A sub-system of an automotive vehicle was tested as shown in Fig. 20. Note that this component has many
areas that flex causing torsional modes. The goal of this test is to mitigate excessive vibration due to
the resonance between a sub-system and engine firing frequencies to avoid interior noise at idle. In general, all
sub-systems should be designed to avoid resonance frequencies that are aligned with excitations from the
power train. For vehicles with four cylinder engines, the second- and fourth- order engine harmonics
are the main contributors to vibration and noise from the power train. For example, if the engine idle is set to
650 rev/min, the natural frequencies of sub-systems should not be near 21.5 and 43Hz. The system originally
had natural frequencies close to those second- and fourth- order engine components. Modal testing on this
system was conducted and embedded sensitivity functions were used to find the most appropriate design
modifications and to predict the system response. The test result using the modified design was compared with
the predicted result.

A 50 lbf electrodynamic shaker was instrumented with a PCB 288D01 impedance head (sensitivity
102.2mV/lbf, 98.4mV/g) for measuring force and acceleration at the attachment location and was used to
excite the system into vibration to simulate the input from the power train. Accelerometers (PCB model
356B21, sensitivity 9–10mV/g, B&K 4508 001, sensitivity 9–10mV/g) were used to measure the acceleration at
each point. FRFs were measured and computed using LMS CADA-X software and the sensitivity calculation
was performed using MATLAB V7. To obtain a full set of test data, input forces were applied to four sensor
locations 1, 7, 14, and 18. After the measurement of the baseline system, the FRFs were analyzed and
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Fig. 20. An exhaust system tested for reduction of vibration at engine idle and lumped mass attached to the system.
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sensitivity functions were calculated as shown in Fig. 21. Design parameter 1 was the most effective for
modifying the vibration response. A lumped mass of 1.5 kg (3.39 lb shown in Fig. 20) was added to this point
and FRFs were measured again for comparison with the predicted result as shown in Fig. 22. The shifts in
natural frequencies 21 and 40Hz were predicted with relatively high accuracy. Measured frequencies of the
modified system were at 19 and 36Hz, whereas the predicted ones were at 19.5 and 34Hz.

Based on the test data examined in the cantilever beam and exhaust system, it can be concluded that the
frequency shifts at the resonance peaks are accurately predicted but the responses at the anti-resonance remain
the same as in the baseline system. This result demonstrates that the suggested technique can be accurately
applied to structures with well-separated modes. However, this result also limits the application of this
technique to design changes that do not shift the resonant frequency past the anti-resonant frequency. This
phenomenon is caused by the low sensitivity of the system response to the design parameter suggesting that the
effect of any change in stiffness or mass will vanish through the multiplication of an infinitesimal value of the
sensitivity. Another issue is observed in the peak above 65Hz. For this peak, the embedded sensitivity did not
predict the response of the modified system. This error may be caused by the low amplitude of the peak. This
peak has a low sensitivity and a high noise to signal ratio, which will be examined in future work.

4. Conclusions and future work

The second-order embedded sensitivity function described in this paper is a newly derived iterative
approach for the prediction of forced vibration behavior in mechanical systems. The method is demonstrated
in a numerical study on a SDOF linear model, in tests on a cantilever beam and an automotive exhaust system,
and finite element analyses on a steel frame and a lever arm. In this study, only mass parameters were
considered to simplify the measurements required and to ensure an accurate comparison with easily measured
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Fig. 21. Sensitivity of H11 to each mass parameters: sensitivity to parameter 1 (––), parameter 7 (- - -), parameter 14 (-.-.-), and parameter

18 (y). The sensitivity to parameter 1 is the highest for both at 21 and 40Hz.
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Fig. 22. Comparison of frequency response functions (FRFs): H11 of the initial system (––), modified system (- - -), and predicted system

(-.-.-).
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mass data; however, stiffness parameters exhibit the same results. The first- and second-order embedded
sensitivity functions are computed for each parameter increment to accurately predict the modified FRF
iteratively. The second-order embedded sensitivity functions are shown to predict the modified FRF more
accurately using less iteration. This technique can save time in vibrations engineering by identifying the
amount of a parameter change that is necessary to produce a desired change in the forced response of a
mechanical system without building and testing excessive numbers of prototypes. The main advantage of this
technique is that the identification of the best design parameter and the prediction of the system response can
be achieved quickly in one step by using the same test data sets. Another advantage is that this technique is
based on FRFs and does not need fully populated parameter matrices associated with the system being
studied. However, this technique also has limitations to be addressed in the future. The magnitude of the
design parameter change is limited to cases where no rotational DOF is involved and where the shifted
resonance frequency does not pass the adjacent anti-resonances.

In the case of a system with pure response data without any noise in the measurement, as in numerical
simulations and finite element analyses, the predicted results were accurate.

At this stage only one parameter was considered to predict the system response. However, it is necessary to
extend the suggested approach to all major parameters for more accurate prediction of the system response.
The approach that is being pursued to conduct this type of analysis is to use multi-variable Taylor series that
take into account parameter changes that affect the entire frequency range of interest. A study to expand this
technique to systems with rotational DOFs needs to be done for various and more practical applications.
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